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Previous studies suggest that cooperation prevails when individuals can switch their interaction partners
quickly. However, it is still unclear how quickly individuals should switch adverse partners to maximize
cooperation. To address this issue, we propose a simple model of coevolutionary prisoner’s dilemma in which
individuals are allowed to either adjust their strategies or switch their defective partners. Interestingly, we find
that, depending on the game parameter, there is an optimal tendency of switching adverse partnerships that
maximizes the fraction of cooperators in the population. We confirm that the stabilization of cooperation by
partner switching remains effective under some situations, where either normalized or accumulated payoff is
used in strategy updating, and where either only cooperators or all individuals are privileged to sever disad-
vantageous partners. We also provide an extended pair approximation to study the coevolutionary dynamics.
Our results may be helpful in understanding the role of partner switching in the stabilization of cooperation in
the real world.
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I. INTRODUCTION

The prisoner’s dilemma �1� has been widely used to study
the evolution of cooperation �2� among self-regarding indi-
viduals based on evolutionary game theory �3,4�. In this
simple game, two players have a choice between cooperation
and defection. If both players cooperate they receive R,
which is greater than what they would receive if they both
defected �P�. The highest payoff T is attained by the indi-
vidual that defects against a cooperator, while that cooperator
receives the lowest payoff S �i.e., T�R� P�S�. Here, we
shall adopt a donor-recipient version of this game: a coop-
erator C pays a cost c and provides a benefit b for another
individual �b�c�. A defector D has no cost and does not
provide benefits. Thus, R=b−c, S=−c, T=b, and P=0. The
prisoner’s dilemma depicts the conflict of interest between
what is best for the individual �defection� and what is best
for the group �cooperation�, and thus creates a social di-
lemma �5�. In order for the population to escape this di-
lemma, specific mechanisms for the evolution of cooperation
are needed �see Ref. �2� for a recent review�.

Inspired by spatial games �6,7�, evolutionary games on
graphs �8� have increasingly been attracting interest from
different fields �9–20� as significant extensions of traditional
evolutionary game theory focusing on well-mixed popula-
tions �21–24� �see Ref. �25�, and references therein�. In
games on graphs, individuals are situated on the vertices of a
graph. The edges indicate interactions �and competition�
among individuals. The evolutionary success of an individual
is determined by its payoff accrued in pairwise interactions
with its neighbors. In this context, network topology natu-
rally plays a decisive role in the evolution of cooperation

�16,19�. Furthermore, it has been found that cooperation sig-
nificantly increases with social diversity, i.e., heterogeneity
in number of interaction partners �19,20�, except in cases
where there is a cost to participate in the game �26� or the
payoff is normalized by the number of neighbors �27–29�.

Previous work focuses considerable attention on games
on static �fixed� networks �25�. In most real-world situations,
however, the topology of the network changes in response to
the state of the network and the state changes in response to
the topology. In this way a feedback loop between the state
and the topology of the network is formed. This feedback
loop leads to an intriguing interplay between network adap-
tation and the nodes’ dynamics. Very recently, there has also
been a growing interest in the dynamics of adaptive �or co-
evolutionary� networks �see Ref. �30� for a latest review�. In
addition, a number of papers studying games on dynamical
graphs have recently appeared �31–40�. The main finding
from these papers is that the entangled evolution of indi-
vidual strategies and network structure can give rise to robust
cooperation in social networks �31,34,35�. This is supported
by empirical evidence that shows partner switching causes
cooperative behavior in cleaning fishes �41� and in human
groups �42�.

Motivated by these results, we propose a simple model of
coevolutionary prisoner’s dilemma and study the effects of
partner switching on stabilization of cooperation. Here, we
concentrate on partnerships �links� instead of individuals.
Because of reciprocity �43�, CC relationships �mutual coop-
eration� are most likely to be bilaterally accepted. On the
other hand, CD and DD relationships are prone to break up
since �i� in the former case the C may not bear the exploita-
tion of the neighboring D and �ii� in the latter case both D’s
would prefer to avoid unfavorable ties and search for a C to
exploit. It should be noted that, in Refs. �31,32�, the authors
found cooperation can be systematically increased when only
DD links can be rewired. Therefore one might expect that
when both CD and DD links are permitted to switch, coop-
eration would achieve higher levels. However, the situation
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is complicated because D’s try to terminate interactions with
themselves and search for a C to exploit, while C’s simulta-
neously struggle to avoid disadvantageous interactions with
D’s. Therefore, this leads to an “arms race” between C’s and
D’s in their search for new partners. For simplicity, we will
first pay attention to the simplified model in which only C
can unilaterally dismiss an unfavorable partnership and then
randomly chooses a member from the rest of the population
�excluding its immediate neighbors� as its future partner.
Later, we will extend our model to allow all individuals to
switch their defective partners �i.e., both CD and DD links
can be rewired�. We update individuals’ strategies in a man-
ner similar to the “pairwise comparison rule” �44� by ran-
domly choosing a link. We should point out that this link-
based updating diminishes the influence of large-degree
nodes in their neighborhood �45�.

The outcome of the coevolutionary dynamics hinges cru-
cially on the ratio between the time scales of network adap-
tation �linking dynamics� and strategy dynamics. Reference
�35� investigated the limit case where linking dynamics is
much faster than strategy dynamics, leading to a rescaling of
the original payoff matrix. Reference �34� numerically stud-
ied the threshold of how promptly an individual adjusts ad-
verse ties for cooperation to thrive. Indeed, as the time scale
ratio of link to strategy dynamics increases from 0 to �, the
interplay between these two dynamical processes leads to a
progressive crossover between pure linking dynamics and
strategy dynamics on fixed graphs. However, to our knowl-
edge, the full account of this transition has yet to be an-
swered. In this paper, we aim to address this issue. Interest-
ingly, our present work shows that cooperation levels may
peak at a specific degree of the interplay between these two
processes.

The rest of this paper is organized as follows. Section II
briefly introduces the model. Section III describes the pair
approximation method for studying the coevolutionary dy-
namics of the model. Section IV presents and discusses the
simulation results. We end the paper with concluding re-
marks in Sec. V.

II. A MINIMAL MODEL

Let us briefly introduce the minimal model where only
CD links can be severed. Initially, a total of M links pair the
N individuals at random. Each individual has an equal prob-
ability of being a cooperator �C� or defector �D�. As opposed
to the node-based updating mechanism commonly adopted in
previous studies �25�, here we use a link-based update rule.
In each time step, we randomly pick a link that connects a
pair of players with different strategies, i.e., a CD link de-
noted by Eij, to update. With a given probability w, the indi-
viduals i and j connected by the link Eij update their strate-
gies; otherwise, Eij is rewired �with probability 1−w�. Note
that the parameter w here exactly controls the extent of the
interplay between strategy updating and network rewiring.

When a strategy updating event occurs, the individuals i
and j play the prisoner’s dilemma with all their social part-
ners �those directly connected to them� and accumulate a
total payoff Pi and Pj, respectively. Following previous com-

mon practice �12,46�, the payoff matrix can be rescaled as

C D

C

D
� 1 0

1 + u u
� ,

where u� �0,1� represents the cost-to-benefit ratio. Then the
strategy of individual j replaces i’s strategy with a probabil-
ity given by the Fermi function �12,47,48�

�sj→si
=

1

1 + exp���Pi − Pj��
, �1�

where �� �0,�� denotes the intensity of selection ��→0
leads to random drift, while �→� leads to the deterministic
imitation dynamics�. Otherwise, the strategy of i replaces the
strategy of j with likelihood �si→sj

=1−�sj→si
= 1

1+exp���Pj−Pi��
.

When link Eij is rewired �that is, partners are switched�,
the C player unilaterally dismisses the partnership with the D
neighbor, and then randomly picks a player from the remain-
der population as its new partner. Only cooperators are al-
lowed to unilaterally dismiss the adverse partnership and to
seek a new one. In other words, cooperators impose a sort of
conditional interaction with their partners, whereas defectors
are at an advantage irrespective of the strategies of their part-
ners. Even if a defector wants to further improve its payoff
by dumping its defective opponent, it is barely able to estab-
lish new long-term partnerships under mutual agreement. For
simplicity, we only permit cooperators to break adverse part-
nerships in this minimalist model. Later, we shall investigate
the extended situation where both CD and DD links can be
severed. It is worth noting that the total number of links
remains unchanged during coevolution, resulting in a conser-
vation in the average degree of the evolving partner network.
In what follows, we mainly investigate the trade-off between
strategy dynamics and partner network adaptation �i.e., the
impacts of parameters u and w on the evolution of coopera-
tion�.

III. PAIR APPROXIMATION

We can first study the coevolutionary dynamics of the
minimal model using pair approximation �49–52�. Originally,
this method of extended dynamical mean-field approxima-
tion was suggested by Dickman �49,50�. The dynamic state
and the topological structure of the network can be described
in terms of the mean field quantities NC, NCC, and NDD,
where NC denotes the number of cooperators and NCC �NDD�
the number of CC �DD� links in the network. To describe the
time evolution of these variables we need to use the moment
closure approximation �51� when counting the number of all
triplets NXYZ in the network, connecting individuals with the
respective states X ,Y ,Z� �C ,D�. We approximate NXYX as
the product of the number of XY links NXY and the average
number of YX links

NYX

NY
that a given type of Y has. That is,

NXYX=NXY
NYX

NY
and NXXY =NXY

2NXX

NX
. Accordingly, we obtain a

system of three coupled ordinary differential equations as
follows:
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ṄC = wNCD tanh��

2
��̄C − �̄D�� , �2�

ṄCC = w�NCD�C→D − 2NCD
NCC

NC
�D→C + NCD

NCD

ND
�C→D�

+ �1 − w�
NC

N
NCD, �3�

ṄDD = w�NCD�D→C − 2NCD
NDD

ND
�C→D + NCD

NCD

NC
�D→C� .

�4�

Equation �2� describes the change of NC due to strategy up-
dating, where the average payoff of a C player is �̄C

=R
2NCC

NC
+S

NCD

NC
and that of a D-player is �̄D=T

NCD

ND
+ P

2NDD

ND
.

The first term in Eq. �3� corresponds to the change of NCC as
a result of strategy dynamics while the second term repre-
sents the conversion of CD links into CC links by rewiring.
Equation �4� accounts for the change of NDD due to strategy
dynamics. The numbers of individuals and links are constant
during the course of coevolution, i.e., NC+ND=N and NCC
+NCD+NDD=M, so Eqs. �2�–�4� are closed and can be nu-
merically solved.

IV. RESULTS AND DISCUSSION

In our simulations, we start from a population of individu-
als occupying the vertices of a random graph �i.e., the who-
meets-whom relationship is random�. There are no empty
sites. Initially, 50% of cooperators are randomly distributed
in the population. The population is of size N=1000 and
there are M =5000 links �i.e., the average degree z=10�. The
selection pressure is �=30 �strong selection�. Our results re-
ported here are robust with respect to variations of the above
model parameters. In the network adaptation process, we al-
low the network to be disconnected but prohibit duplicate
links �53�. In the minimal model, we stop the simulations
when no CD links are present in the network. In the extended
model, the simulations are set to stop after 2�106 time
steps. In our results, the fraction of cooperators is averaged
over 1000 independent runs. We then investigate the effects
of the interplay between strategy dynamics and partner
switching on the evolution of cooperation and on the topo-
logical structures of the resulting partner network.

Let us start with the results of the minimal model. Figure
1 shows the cooperation level as a function of the cost-to-
benefit ratio u for different w values. As w→0, individuals
neither play games with their partners nor change their strat-
egies; instead, cooperators dismiss their partnerships with
defectors. Thus, the cooperation level remains at 0.5 irre-
spective of the specific u values. On the other hand, for w
→1, the dynamics reverts to those of games on static graphs.
However, for intermediate w, strategy dynamics and partner
switching occur simultaneously: adaptive partner switching
affects the partner network while the adjusted partner net-
work influences the strategy dynamics. This kind of close
feedback loop stabilizes cooperation. In this situation, the

cooperation level gradually decreases with increasing u, in-
dicating that larger temptation to defect �i.e., larger u value�
makes it harder for cooperation to evolve, even though co-
operators are privileged to switch their defective partners.
Nevertheless, for small w, that is, when individuals adjust
their partners much faster than they adapt their strategies,
persistent cooperation can be found in the entire region of
u� �0,1� �Fig. 1�a��. For increasing w, the transition from
the dominance of cooperators to their extinction becomes
sharper as u increases. At w=0.5, for instance, the coopera-
tion level steeply transits from 1 to 0 at u	0.12. Addition-
ally, the pair-approximation predictions qualitatively agree
with our simulations �Fig. 1�b��. These results suggest a non-
trivial trade-off between strategy dynamics and the partner
switching process.

To understand such interplay, we investigate the coopera-
tion level as a function of the probability of strategy dynam-
ics, w, corresponding to different u values �Fig. 2�. Interest-
ingly, the impact of parameter w acts differently on
cooperation depending on the specific u value. At small u
values �e.g., u=0.01 in Fig. 2�, the cooperation level mono-
tonically increases with increasing w until a plateau of high
cooperation is reached. With increasing u, the length of the
plateau decreases. After this plateau, the cooperation level
decreases as w approaches 1. As a consequence, for large u,
the cooperation level peaks at specific values of w. As shown
in Fig. 2, an optimal cooperation exists at w	0.3 for u
=0.2. For larger u close to 1, the cooperation level monotoni-
cally decreases with increasing w. In this case, cooperation is
only maintained when w is small—that is, cooperators are
only able to survive when they promptly cut down the unfa-
vorable interactions with defectors. Figures 1 and 2 demon-
strate that the mutually interactive driving forces, strategy

FIG. 1. �Color online� Evolution of cooperation. Fraction of
cooperators as a function of cost-to-benefit ratio u with different w
values: �a� simulations and �b� pair-approximation results.
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adaptation and partner adjustment, play a crucial role in de-
termining the evolutionary fate of cooperation.

Further, it is worthwhile to explore the topological struc-
tures of the resulting partner network. Figure 3 shows the
respective degree distributions of cooperators and defectors
corresponding to different u and w values. In our minimal
model, because of the partner switching process, the partner
network tends to divide into two major communities of C
and D, along with a few isolated D’s. Noteworthy, this frag-
mentation of the partner network to the largest extent en-
hances the assortment between C’s which plays a crucial role
in the maintenance of cooperation �6,7�. At relatively mild
conditions for cooperation �e.g., for u=0.2 in Figs. 3�a� and
3�b��, the size of the cooperator community is much larger
than that of the defectors in the case of small w �0.1 and 0.3�.
With u=0.2 and w=0.1, the degree distribution of coopera-
tors and defectors both approximately follow a Poisson dis-
tribution. Most defectors have few partners. When u=0.2

and w=0.3, the number of defectors is significantly reduced;
in other words, there is a significant increase in cooperators
with a large number of partners. Notably, there are still a few
surviving defectors who maintain a moderate number of
partnerships with themselves. Under harsh conditions for co-
operation �i.e., large u�, in contrast, only when surviving co-
operators successfully dump all their defective neighbors in-
stead of becoming defectors themselves �e.g., for small value
of w=0.1 shown in Fig. 3�c��, cooperation persists. In this
case, the average number of partners a cooperator has is still
much larger than that of defectors, but cooperation fails to
become a dominant trait in the population. Not surprisingly,
for larger w �w=0.3 in Fig. 3�d��, cooperators eventually
vanish during coevolution and the emergent network shows a
Poisson distribution with reduced heterogeneity. By compar-
ing Figs. 3�a�–3�d�, we can conclude that, depending on the
strength of the dilemma �i.e., u� and the promptness of part-
ner switching �i.e., 1−w�, the coevolutionary dynamics
shapes the topologies of the resulting partner network.

Note that in Figs. 3�a�–3�c� there exist a few isolated de-
fectors, while in Fig. 3�d� there are not any. To more explic-
itly describe this feature, we plot in Fig. 4 the number of
isolated defectors as a function of w with different u values.
We find that, for small u, the number of isolated defectors is
a one-humped function of w. There is an intermediate w
which leads to a maximum number of isolated defectors.
Furthermore, the isolated defectors exist as long as w is be-
low a certain threshold. However, for large u, the number of
isolated defectors is a decreasing function of w and comes to
0 when w exceeds a certain threshold. Such thresholds cor-
respond to the situations where the system converges to an
absorbing state �full C or D; see Fig. 2�.

Thus far, we have studied the evolution and structural
organization of cooperation under a partner-switching
mechanism. We would like to discuss some implications
from our results obtained in the minimal model. In the
present study, the interactions and competition between indi-
viduals are directed by the underlying partner network. Ac-
cordingly, in order for cooperation to spread widely, it is
intuitive that a seemly balance between partner switching

FIG. 2. �Color online� Fraction of cooperators as a function of w
with different u values.

FIG. 3. Degree distributions of the resulting partner networks.
Black bars denote defectors and light gray ones cooperators.

FIG. 4. �Color online� Number of isolated defectors as a func-
tion of w at final state.
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and strategy adaptation is needed such that the cooperation
level can be maximized before cooperators abstain from in-
teracting with their defective partners. This scenario likely
occurs at u values of no larger than 0.6. Otherwise, coopera-
tion cannot have a chance to thrive, despite how swiftly co-
operators adjust their unfavorable partners. Cooperators can
punish their defective partners by leaving and seeking new
potentially profitable ones. Such partner switching tends to
enhance the assortment between cooperators as well as to
increase �reduce� the average number of partners of coopera-
tors �defectors�, leading to a certain amount of degree het-
erogeneity. Such heterogeneity, if an individual’s accumu-
lated payoff is used in strategy dynamics, to some extent
creates a “green house condition” for cooperation to flourish
�34�. In addition, the community of cooperators can increase
in size when outperforming neighboring defectors, as these
periphery defectors are likely to turn into cooperators in
strategy dynamics. However, neither of these two dynamics
can independently enhance cooperation �i.e., at the two limit
cases of w=0 and w=1�. Thus, cooperation is induced by the
interplay between strategy dynamics and partner network ad-
aptation.

The emergent network degree heterogeneity and “network
reciprocity” �54� are insufficient to offset the influences of
the huge temptation to defect �i.e., large u� in strategy selec-
tion. In this situation, the size of the C community is inclined
to shrink rapidly. Therefore, cooperation can be sustained
only when cooperators abstain from interacting with defec-
tors. In other words, cooperators’ swift partner adjustment
likely leads to the fragmentation of the partner network,
where cooperators and defectors must reside in largely sepa-
rated communities. In our present minimal model, we only
consider the selection towards individuals through strategy
dynamics. Furthermore, a higher level of selection, namely,
group selection �55�, ought to be in effect when the popula-
tion breaks into C community and D community. In this
case, the C community is more productive and more con-
structive than the D community, and so the D community is
likely to be eventually replaced by the C community.

Recently, punishment was proposed to be an effective
measure to enhance cooperation in some situations �56–58�.
Generally, punishment is costly and winners don’t punish
�59�. Instead of adopting this type of “hard” punishment,
here we implement a “soft” punishment by allowing indi-
viduals to terminate future interactions with their defective
partners. As a consequence, a few isolated defectors may
arise in the population. This is the severe case—ostracism
�58�—in which those individuals lose all their partners and
excluded from any group. Those banished defectors can be
recruited by chance in the partner switching process, and
learn to cooperate under the influence of the neighboring
cooperators. In addition, some defectors with decreased
number of partnerships readily shift to cooperation during
strategy dynamics, avoiding further unfavorable outcomes of
banishment. This represents a kind of social selection force,
which can further stabilize cooperation. As a result, partner
switching can enhance the level of cooperation that is
achieved in our model.

Finally, let us take into account some possible extensions
of our original model that better demonstrate the general role

of partner switching in the stabilization of cooperation. It is
reported that normalizing an individual’s payoff, to a large
extent, diminishes the positive role of network heterogeneity
in promoting cooperation �22,23�. This observation has been
made on fixed networks. Nevertheless, one may ask whether
cooperation can still be promoted by a partner-switching
mechanism if normalized payoff is adopted in the strategy
updating rule. If so, what are the effects of using normalized
payoff on cooperation in our case �i.e., on evolving net-
works�? To do this, we consider using the normalized payoff

of an individual i, P̄i= Pi /ki, where ki denotes the number of
partners of i. Accordingly, the strategy updating rule Eq. �1�
becomes

�sj→si
=

1

1 + exp���Pi/ki − Pj/kj��
. �5�

The corresponding results are summarized in Fig. 5. Due to
normalization of an individual’s payoff, the cooperation level
is weakened as expected �see Figs. 1�a� and 5�a��. Thus, this
result is consistent with previous findings that cooperation is
inhibited by using normalized payoff in heterogeneous net-
works �22,23�. On the other hand, the differences in the in-
dividuals’ accumulated payoffs arising from network hetero-
geneity would help the evolution of cooperation. Moreover,
we confirm that the stabilization impact of cooperation by
partner switching remains efficacious �Fig. 5�b��, despite re-
quiring cooperators to react more promptly to adverse ties
�i.e., higher w�. Noticeably, there still exists an optimal ten-
dency to switch partners, resulting in the maximal coopera-
tion level. Thus our results reported here are robust to the

FIG. 5. �Color online� Evolution of cooperation when an indi-
vidual’s normalized payoff, other than accumulated one, is used in
strategy dynamics. Fraction of cooperators as a function of �a� u and
�b� w.
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variation in assessment of an individual’s success �that is,
success according to an accumulated payoff versus a normal-
ized one�.

In addition, let us extend the original model by allowing
defectors to break up disadvantageous partnerships as well.
Both CD and DD links can now be severed. In our simula-
tions, a link is chosen at random to update: with probability
w the strategy dynamics proceeds; otherwise the link, if it is
CD or DD, is rewired with probability 1−w. As mentioned
before, the new link is only attached to the C if a CD link is
severed; while for a DD link to be rewired, either of the two
D’s keeps the new link. We report the main results in Fig. 6.
We can see that the cooperation level here is higher than in
the original model, especially for small w �see Figs. 1�a� and
6�a��. Remarkably, cooperation still can be enhanced at large
cost-to-benefit ratio u, in sharp contrast to the original model
�compare the curve for u=0.8 in Figs. 1�b� and 6�b��. Prior to
the present work, Refs. �31,32� showed that when unsatisfied
D’s dismiss the partnerships with each other, cooperation can
be substantially promoted. Ironically, D’s keep searching for
new C partners to exploit, leading to their own demise.
Moreover, as we have shown here, when both C’s and D’s
are capable of switching defective partners, the survivability

of C’s is further improved. In this case, D’s are never able to
establish social interactions under mutual agreement, while
C’s tend to form long-term profitable partnerships between
each other. As a result, the social selection force greatly un-
favors D in the partner market where everyone tends to
choose C for future interactions. Due to the fierce competi-
tion between C and D in switching adverse ties �in terms of
attachment and detachment�, it is likely that the C’s and D’s
coexist with sparse interactions between them, which is
slightly different from the situation where C’s may abstain
from interactions with D’s �namely, two separate communi-
ties arise� in the original model. Altogether, we confirm that
the promotion of cooperation can be induced by allowing
either only cooperators or all individuals to switch unfavor-
able partners.

V. CONCLUSION

In summary, we have presented a model of coevolutionary
prisoner’s dilemma in which individual strategy and partner
network coevolve. We have shown that cooperation can be
stabilized by means of prompt partner switching. Depending
on the cost-to-benefit ratio u specifying the strength of the
dilemma, there exists an optimum tendency of switching de-
fective partners �i.e., the parameter w�, that maximizes the
number of cooperators in the population. Furthermore, part-
ner switching may enhance interactions between cooperators,
who on average engage in much denser interactions �larger
average number of partners� with themselves than with de-
fectors. We also provide an extended pair approximation
which accounts for the coevolutionary dynamics on a mean-
field level. Complementing previous theoretical and numeri-
cal explorations �31–35�, the present work provides a com-
prehensive account of the interplay between strategy
dynamics and partner adjustment, showing that cooperation
can be maximized by a certain degree of tradeoff between
these two dynamical processes. We hope that our results of-
fer insight into the understanding of the evolution of coop-
eration on dynamical population structures.
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ation where each individual can break up adverse partnerships �i.e.,
both CD and DD links can be rewired in partner-switching dynam-
ics�. Fraction of cooperators as a function of �a� u and �b� w.

FU, WU, AND WANG PHYSICAL REVIEW E 79, 036101 �2009�

036101-6



�1� R. Axelrod and W. D. Hamilton, Science 211, 1390 �1981�; R.
Axelrod, The Evolution of Cooperation �Basic Books, New
York, 1984�.

�2� M. A. Nowak, Science 314, 1560 �2006�.
�3� J. Maynard Smith, Evolution and the Theory of Games �Cam-

bridge University Press, Cambridge, UK, 1982�.
�4� M. A. Nowak, Evolutionary Dynamics �Harvard University

Press, Cambridge, MA, 2006�.
�5� M. Doebeli and C. Hauert, Ecol. Lett. 8, 748 �2005�.
�6� M. A. Nowak and R. M. May, Nature �London� 359, 826

�1992�.
�7� C. Hauert and M. Doebeli, Nature �London� 428, 643 �2004�.
�8� E. Lieberman, C. Hauert, and M. Nowak, Nature �London�

433, 312 �2005�.
�9� B. J. Kim, A. Trusina, P. Holme, P. Minnhagen, J. S. Chung,

and M. Y. Choi, Phys. Rev. E 66, 021907 �2002�.
�10� G. Abramson and M. Kuperman, Phys. Rev. E 63, 030901�R�

�2001�.
�11� G. Szabó and C. Hauert, Phys. Rev. Lett. 89, 118101 �2002�;

Phys. Rev. E 66, 062903 �2002�; C. Hauert and G. Szabó,
Complexity 8, 31 �2003�.

�12� C. Hauert and G. Szabó, Am. J. Phys. 73, 405 �2005�.
�13� J. Vukov and G. Szabó, Phys. Rev. E 71, 036133 �2005�.
�14� G. Szabó, J. Vukov, and A. Szolnoki, Phys. Rev. E 72, 047107

�2005�.
�15� A. Szolnoki and G. Szabó, Europhys. Lett. 77, 30004 �2007�.
�16� J. Gómez-Gardeñes, M. Campillo, L. M. Floría, and Y.

Moreno, Phys. Rev. Lett. 98, 108103 �2007�.
�17� J. Poncela, J. Gómez-Gardeñes, L. M. Floría, and Y. Moreno,

New J. Phys. 9, 184 �2007�.
�18� M. Perc, New J. Phys. 8, 22 �2006�; M. Perc and M. Marhl,

ibid. 8, 142 �2006�; M. Perc, ibid. 8, 183 �2006�; M. Perc,
Europhys. Lett. 75, 841 �2006�.

�19� F. C. Santos and J. M. Pacheco, Phys. Rev. Lett. 95, 098104
�2005�.

�20� F. C. Santos, M. D. Santos, and J. M. Pacheco, Nature �Lon-
don� 454, 213 �2008�.

�21� M. A. Nowak, A. Sasaki, C. Taylor, and D. Fudenberg, Nature
�London� 428, 646 �2004�.

�22� C. P. Roca, J. A. Cuesta, and A. Sánchez, Phys. Rev. Lett. 97,
158701 �2006�.

�23� A. Traulsen, J. C. Claussen, and C. Hauert, Phys. Rev. Lett.
95, 238701 �2005�.

�24� J. C. Claussen and A. Traulsen, Phys. Rev. Lett. 100, 058104
�2008�.

�25� G. Szabó and G. Fáth, Phys. Rep. 446, 97 �2007�.
�26� N. Masuda, Proc. R. Soc. London, Ser. B 274, 1815 �2007�.
�27� M. Tomassini, E. Pestelacci, and L. Luthi, Int. J. Mod. Phys. C

18, 1173 �2007�.
�28� Z.-X. Wu, J.-Y. Guan, X.-J. Xu, and Y.-H. Wang, Physica A

379, 672 �2007�.
�29� A. Szolnoki, M. Perc, and Z. Danku, Physica A 387, 2075

�2008�.
�30� T. Gross and B. Blasius, J. R. Soc., Interface 5, 259 �2008�.
�31� M. G. Zimmermann, V. M. Eguíluz, and M. San Miguel, Phys.

Rev. E 69, 065102�R� �2004�.
�32� M. G. Zimmermann and V. M. Eguíluz, Phys. Rev. E 72,

056118 �2005�.
�33� V. M. Eguíluz et al., Am. J. Sociol. 110, 977 �2005�.
�34� F. C. Santos, J. M. Pacheco, and T. Lenaerts, PLOS Comput.

Biol. 2, e140 �2006�.
�35� J. M. Pacheco, A. Traulsen, and M. A. Nowak, Phys. Rev. Lett.

97, 258103 �2006�.
�36� N. Hanaki, A. Peterhansl, P. Dodds, and D. Watts, Manage.

Sci. 53, 1036 �2007�.
�37� J. Tanimoto, Phys. Rev. E 76, 021126 �2007�.
�38� R. Suzuki, M. Kato, and T. Arita, Phys. Rev. E 77, 021911

�2008�.
�39� F. Fu, C. Hauert, M. A. Nowak, and L. Wang, Phys. Rev. E 78,

026117 �2008�.
�40� A. Szolnoki, M. Perc, and Z. Danku, Europhys. Lett. 84,

50007 �2008�.
�41� R. Bshary and A. S. Grutter, Biol. Lett. 1, 396 �2005�.
�42� P. Barclay and R. Willer, Proc. R. Soc. London, Ser. B 274,

749 �2007�.
�43� R. L. Trivers, Q. Rev. Biol. 46, 35 �1971�.
�44� A. Traulsen, M. A. Nowak, and J. M. Pacheco, Phys. Rev. E

74, 011909 �2006�.
�45� V. Sood, T. Antal, and S. Redner, Phys. Rev. E 77, 041121

�2008�.
�46� P. Langer, M. A. Nowak, and C. Hauert, J. Theor. Biol. 250,

634 �2008�.
�47� L. E. Blume, Games Econ. Behav. 5, 387 �1993�.
�48� G. Szabó and C. Tőke, Phys. Rev. E 58, 69 �1998�.
�49� R. Dickman, Phys. Rev. A 38, 2588 �1988�.
�50� R. Dickman, Phys. Rev. A 41, 2192 �1990�.
�51� H. Matsuda, N. Ogita, A. Sasaki, and K. Satō, Prog. Theor.

Phys. 88, 1035 �1992�.
�52� M. J. Keeling, D. A. Rand, and A. J. Morris, Proc. R. Soc.

London, Ser. B 264, 1149 �1997�.
�53� In Ref. �34�, individuals may rewire the link from the defective

neighbor to a random neighbor of this defector. In this way the
connectedness of the whole network is ensured. Here, we relax
this constraint of network connectedness. Since individuals
only have local information when seeking for new partners
from the entire population except their immediate neighbors,
they do not exactly know whether the partner network remains
connected or not.

�54� H. Ohtsuki, C. Hauert, E. Lieberman, and M. A. Nowak, Na-
ture �London� 441, 502 �2006�.

�55� A. Traulsen and M. A. Nowak, Proc. Natl. Acad. Sci. U.S.A.
103, 10952 �2006�.

�56� K. Sigmund, C. Hauert, and M. A. Nowak, Proc. Natl. Acad.
Sci. U.S.A. 98, 10757 �2001�.

�57� E. Fehr and U. Fischbacher, Nature �London� 425, 785 �2003�.
�58� C. Hauert, A. Traulsen, H. Brandt, M. A. Nowak, and K. Sig-

mund, Science 316, 1905 �2007�.
�59� A. Dreber, D. G. Rand, D. Fudenberg, and M. A. Nowak,

Nature �London� 452, 348 �2008�.

PARTNER SWITCHING STABILIZES COOPERATION IN… PHYSICAL REVIEW E 79, 036101 �2009�

036101-7


